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IMITATING MODEL OF ASSIMILATION
AND FORGETTING OF THE LOGICALLY
CONNECTED INFORMATION

Mayer R.V.

The educational material we present as a set of a number of infor-
mation blocks consisting of learning material elements (LMEs), there-
fore its assimilation and forgetting occurs differently, than in the Ebb-
inghaus's experiments. The purpose of the article is constructing of a
computer model of assimilation and forgetting of the logically con-
nected information allowing: 1) to prove the fast rise of understanding
while training; 2) to receive the forgetting curve for the comprehended
information. The modeling methods help to receive the graphs of the
knowledge level dependence on time. It is shown, that the processes of
assimilation and forgetting occurs according to the logistic law.
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NMUTAIIMOHHASA MOAEJIb YCBOEHUSA U 3ABBIBAHUSA
JJOTHYECKHU CBA3AHHOW MH®OPMAIIUU

Maiiep P.B.

Yuebnwiii mamepuan npedcmasum 6 suoe coBOKYRHOCHU OOILULO2O
YUCTA UHGOPMAYUOHHBIX OIOKOS, COCMOSUUX U3 DNEMEHMO8 YHeOHO20
mamepuana (DY M), nosmomy ezo yceoenue u 3a0b18anue NPOUCXo0Um
unaye, yem 6 onvimax 26ouneaysa. Llers cmamvu cocmoum 6 nocmpo-
EHUU KOMNLIOMEPHOU MOOETU YCBOCHUSL U 3A0bI6AHUSL TOSUYECKU CBA3AH-
HOU unghopmayuu, nozeonsaowei. 1) 0bocHosams cKayox NOHUMAHUS 8
npoyecce oOyueHus; 2) noayuums Kpugyro 3a0ul8anUs 0Jis OCMbLCIEHHOLUL
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unghopmayuu. Memoodamu MoOenupo8anust ROIY4eHbl SPAPuKU 3a6UCU-
Mocmu yposHs Hanull om épemenu. [lokazano, wmo npoyeccol yceoeHus
U 3a0bIBAHUSL NPOUCXOOSIM NO LOCUCTIULECKOMY 3AKOHY.

Knroueswvie cnosa: oudaxmuka; oOyuenue, yceoeHue, 3a0vieanue;
KOMNbIOMEPHOE MOOIUPOBAHUE, YPOBEHb 3HAHULL, UHPOPMAYUOHHBIIL
0710K.

Introduction

The learning efficiency strongly depends on the pupil’s perception,
understanding, memorizing and forgetting of the reported information
[1]. The regularities of these processes are studied by experimental psy-
chology [2]. The fundamental research in this area is the work by Ebb-
inghaus (1885), devoted to the study of laws of storing (memorizing)
without participation of the thinking processes, in which the method of
learning senseless syllables exciting no semantic associations was used.
It is impossible to name knowledge received by the pupil at a lesson,
as the senseless information; it is easily associated with concepts, laws
and theories, which the schoolchild already has got. S.L. Rubinstein
marks, that forgetting of the comprehended material is not described
by the Ebbinghaus’s curve; this process submits to different laws and
happens considerably slower [2, p. 136].

The purpose of the article is in creation and substantiation of the
model of assimilation and forgetting of the logically connected infor-
mation corresponding to the following facts: 1) during training there
is a qualitative fast growth as a result of which the pupil suddenly be-
gins understanding the material being studied; 2) often the pupil is not
able to recall the specific learning material element (LME) directly, but
he can recall it by association or logically deduce it from the LMEs
known to him; 3) after the end of training if the pupil does not use
the received knowledge, the reverse leap occurs: the comprehension
level of the studied problem remains high at first, and then decreases.
In the research the mathematical and computer simulation methods
are used. The offered simulation model of assimilation and forgetting
is based on the works by R. Atkinson, G. Bauer and E. Kroters [3],
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R. Bush and T. Mosteller [4], D. Gibson and P. Jakl [5], L.P. Leont-
yev and O.G. Gohmann [6], F.S. Roberts [7], A.P. Sviridov [8], Hunt
E. [9], and is the development of the approach stated in the papers by
R.V. Mayer [10-13].

Constructing of matrix model
of mastering

While studying the logically connected material the pupil not only
tries to remember a set of separate LMEs (concepts, formulas), he tries
to acquire the sequence of reasonings. The important condition of fast
and strong assimilation of the reported information is its understanding,
that is inclusion of any new facts, ideas and theories into the system of
knowledge and representations that the pupil has, making connections
with the acquired information [1, 2]. The essence of the offered ap-
proach is that the educational material is considered as a set of N sep-
arate ideas or information blocks. Each block consists of M learning
material elements (LMEs), ordered and connected with logic links. To
understand any new idea the pupil should solve the given intellectual
problem, that is to study a sequence of all LMEs, included into the struc-
ture of the given information block, in first time. When the schoolchild
has acquired all LMEs of the given idea and, solving the educational
task, again goes through their sequence, in second (fifth or tenth) time
he turn to the concrete cognitive situation. This happens without active
involvement of thinking and is called understanding-recollection.

Knowledge of the given (i,/) - LME is defined by probability p,, of
the correct answer to the corresponding elementary question (fig. 1).
The probability of the specific idea reproduction by the pupil is equal
to the product of the all LMEs reproduction probabilities making this
idea. Each LME is connected to some LMEs from some other ideas
(blocks). For the simplicity it is possible to imagine a two-dimensional
array of NV lines and the M columns in which each element corresponds
to probability P of the corresponding LME remembering and is con-
nected with four nearby LMEs (fig. 1). The links degree is defined by
coefficients c, .
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Fig. 1. The comprehended information as a system of N chains of the L LMEs

We characterize the studied material by: 1) the amount of the ideas
(LMEs chains); 2) the average length of ideas L; 3) the proportion D
of LMEs known to the pupil a priori, that is before training; 4) the av-
erage coefficient of assimilation a. All LMEs can be divided into two
categories: 1) well-known to the pupil; the probability of the correct
answer for them is =L 2) poorly-known to the pupil before the be-
ginning of training, p =0-0,1. Fig. 1 shows the first, second, third and
ninth information blocks LMEs of the first category (which are well-
known to the pupil before training) are bold-framed. Each LME is con-
nected with other LMEs (coefficient c, y of some links can be equal to
0), and also with LMEs A, B, C, D, E which don’t enter into structure
of these logical reasoning chains. These links with external LMEs lead
to increase in the assimilation coefficient ¢, of the given LME; it can
be taken into account, taking a. y from some 1nterva1 in a random way.

Let us represent the poorly acquired LMEs (a,, < 0,33) in dark blue

color, well acquired LMEs (a >0,67) — in red, and all other LMEs —
in green color (fig. 2). While tralmng the average value p for all LMEs
grows, blue sections turn into green and green sections — into red. The
more red and green sections in the line (information block), the higher
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the probability that the pupil has acquired this information block and
will manage to do the corresponding sequence of reasonings. The more
ideas the pupil has acquired, the bigger the probability of reproduction
of all training material.

1 1
3 3
5 5
7 7

the begining of training —> the middle —> the end of training

Fig. 2. Changes of the LMEs matrix while training

It is important that the knowledge of one LME leads to easier assim-
ilation and remembering of an other related LMEs. While training prob-
abilities p, ¥ and the link coefficients c, y increase: the pupil reproduces
all sequence of reasonings (all information block) easily. To consider
the fact that some LMEs are well-known to the pupil before training,
the matrix d is created where elements with the given probability D
are equal to 1 and with probability (1-D) — to zero. Let us take that
while training the pupil carry out the sequence of the same educational
tasks, consistently reproducing the idea after the idea, LME after an-
other LME. It is known that while studying any logically connected
material, the knowledge of one LME helps the pupil to study or rec-
ollect knowledge of another related LME. When studying j-th LME
from the i-th idea within time At, the probability of the correct pupil’s

answer to the corresponding elementary question according to the law:
k+1

pit =phval1-ph|atc, ;(pl 1+ plja+ply+ bl )AL

Herec, is the coefficient of links allowing to note influence of other
LMEs on a551m11at10n of (i) — LME, k — the step number. For simplic-
ity sake we consider all link coefficients identical and constant. The
model considers that in the process of the knowledge level growing the
pupil’s operating time with (7,j) - LME decreases, aspiring to At. If at
the given moment the pupil doesn’t operate with (i,j/) - LME, then ow-
ing to forgetting the knowledge of this LME within time A¢ decreases
according to the exponential law. The average value of probabilities P
for all LMEs in moment ¢ is labeled as p(?).
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For an estimation of the pupil’s knowledge and making the graph
Z(?) it is necessary to simulate the repeated periodic “testing” of the pu-
pil at regular intervals. The pupil’s knowledge of the i-th idea is deter-
mined as follows. The computer simulates the pupil’s answer, in which
he consecutively states the 1-st LME, the 2-nd LME ..., the L-th LME
of the i-th chain (information block) during the given time.

The correct answer to the question corresponding the j-th LME from
the i-th idea, is simulated as a casual process occurring to the probabil-
ity P the random variable x from the interval [0,1] is generated and
the condition x<pf+a(1— pl|At+c(p}, +pf .+ Pl o+ Pl ) is checked.
If the condition is true, it is considered, that the pupil has answered
correctly, and if it is false — not correctly. In case of the wrong answer
the pupil tries to reproduce the (i,j)-LME again, and in the case of the
correct — he passes to the next LME from the same idea. If all L LMEs
of the i-th chain are done correctly within the answering time t=1,3LA¢,
it is considered, that the schoolchild knows the i-th information block.
The pupil’s knowledge quantity Z(¢) is equal to the number of ideas
(information blocks), which he can reproduce. At such “testing” the
schoolchild’s knowledge does not increase, the probabilities p, , remain
constant. For this modeling the program in Free Pascal is used.

Results of modeling and their discussion

Let us take that before training 10% of all LMEs are known to the
pupil, that is D=0,1, their level of knowledge is g=const. The fig. 3
shows the results of modeling of assimilation and forgetting of the
logically connected information in two cases: 1) there are no connec-
tions between LMEs (with ¢=0, a=1,6); 2) LMEs are connected with
each other (0<c<1, ¢=0,4). From results of modeling it follows: 1)
even with no connections between LMEs the training leads to smooth
increasing of Py that causes sharp rise of understanding Z(¢) education-
al material; 2) presence of connections with constant link coefficient
c raises the probability of reproduction of the learned material by the
pupil; the graph p(¢) bends in the other way, the advance Z(¢) is great-
er; 3) after the termination of training the average level of mastering



70 International Journal of Advanced Studies, Vol. 7, No 2, 2017

of studied LMEs decreases according to an exponential law, but the
knowledge level of the educational material at first practically does not
decrease, then quickly reduces. If to take into account, that while train-
ing the connection coefficient c,; grows, the transition from ignorance
to knowledge is be sharper.
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Fig. 3. The results of computer modeling of assimilation and forgetting

The sharp rise of understanding is caused by the fact that the training
material consists of the ideas (or information blocks), each of which
contains the L number of LMEs. To reproduce the concrete idea, the
pupil has to acquire all LMEs entering it; to acquire all training material
he should learn to reproduce all ideas. Joint studying of LMEs, included
in the given information block, leads to sharp increase in probability
of'its reproduction. Increase in the link degree between various LMEs
promotes their easier storing (memorizing) and reproduction.

Conclusion

The article shows the model of studying of the LMEs logically
connected system that allows to explain: 1) the sharp rise of the un-
derstanding level of the studied problem happening in the course of
training; 2) the lowering of the pupil’s knowledge level in consequence
of gradual forgetting of separate LMEs. Assimilation and forgetting
of the logical connected information can be described by the logistic
law: 1) assimilation: dZ/dt=a(l~Z)Z, where I, — the number of infor-
mation blocks in educational material; 2) forgetting: B=2°/100, x°=100,
dx/dt=—y(100,5-x)x, Z(#)=B-x(f). Increase in the knowledge level of all
LMEs takes to understanding of all information blocks; the forgetting
of at least one LME causes the pupil’s inability to solve the correspond-
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ing problem. Some time after the end of training the knowledge level
remains high, and then, in the process of forgetting separate LMEs, it
sharply decreases, tending to zero. The received results can be used for
imitating modeling of training at school and university.
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